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Introduction
Proteins are a diverse class of dynamic macromolecular struc-
tures in living organisms and are essential for the biochemis-
try and physiology of the organism. Proteins may bind to 
other proteins, peptides, nucleic acids, and other nonpeptide 
ligands with varying affinities thus fulfilling various func-
tional roles. Determining binding affinity between a protein-
ligand complex, typically quantified in terms of inhibition 
constant (Ki), dissociation constant (Kd), changes in free 
energy measures (ΔG, ΔH, and IC50), helps in understand-
ing interaction strength, reaction mechanism, and kinetics of 
the reaction, especially when experimental approaches may 
not be feasible and has applications in drug development and 
pharmacology.1

Although current methods such as flexible docking address 
several limitations of rigid docking, various problems such 
including mode of binding, protonation states of charged resi-
dues, solvent, and entropic effects still persist.2 Classical pre-
diction methods to score free binding energies of small ligands 
to biological macromolecules such as MM/GBSA and MM/

PBSA typically rely on molecular dynamic simulations for cal-
culations and aid in-silico docking and virtual screening as well 
as experimental approaches. However, there is a trade-off 
between computational resources and accuracy.3

With a recent shift toward the use of machine-learning and 
deep-learning based methods in the field of structural biology, 
making biologically significant predictions using regression and 
“learning” intrinsic patterns in a complex plane of available data 
has led to resource-optimal predictions without compromising 
on accuracy. Deep learning has been known to learn representa-
tions and patterns in complex data forms. Our aim was to apply 
deep learning to predict binding affinity of protein-nonpeptide 
ligand interaction without the need of a docked pose as input.

Convolutional neural networks (CNN) are deep neural net-
works that use an input layer, output later as well as convolu-
tional hidden layer(s). The first CNN was incorporated by 
LeCunn in 1998,4 the connectivity pattern of which was 
inspired by the elegant experiments of Hubert and Weisel on 
the mammalian visual cortex in the 1960s.5 With the growing 
technical advancements and massive amounts of data, CNNs 
have emerged popular in biological fields in the recent decade 
with various applications.6
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In our study, we have used CNNs to provide a quantitative 
estimate of protein-ligand binding using various sets of fea-
tures corresponding to protein and ligand, respectively, by find-
ing spatial relationships among the data without using docked 
poses as user input. Our approach was validated using ligand-
bound complexes from kinases superfamily in the protein data 
bank (PDB). Kinases belong to a class of enzymes required for 
substrate-dependent phosphorylation. They are represented 
across diverse cellular functions like signaling, differentiation, 
and glycolysis.7 We have also tested our model on COVID-19 
main protease8 of the novel coronavirus strain complexed with 
various inhibitors of which binding affinities have not been 
predicted or experimentally determined so far.

Materials and Methods
Novel data set: raw data

The raw data for our novel database was obtained from the 
RCSB PDB9 database, where the following were selected as 
the query parameters.

•• Chain type: Protein Chain, No DNA or RNA or DNA/
RNA Hybrid.

•• Binding affinity: Kd or Ki value present.
•• Chemical components: Has ligand (s)
•• X-ray crystallography method: Resolution up to 2.5 A.

These criteria resulted in a list of 5464 protein PDB IDs, 
2568 complexed ligand(s) and corresponding binding affin-
ity values. The search results include the structures present in 
PDB, PDBbind10, Binding MOAD11-12, and scPDB13 for its 
results.

Initial raw data database created contained protein struc-
tures in PDB format, protein sequences in FASTA format, 
ligands in SDF format, and binding affinity values of corre-
sponding protein-ligand pairs for 5464 complexes.

Data set ref inement

The PDB, FASTA, and SDF files filtered were further pro-
cessed to refine our novel data set, as shown in Figure 1. 
Protein-ligand complexes were 5464 in number and corre-
sponded to 29 650 complex unique chain-ligand pairs (SM_
File3). Binding affinity values were obtained from the RCSB 
database and protein chain-ligand pairs with corresponding 
binding affinity as 0 were discarded to reduce statistical errors. 
This narrowed down the total complexes to 4750 protein-
ligand pairs.

Pocket information was extracted from the protein using 
Ghecom14 and converted to MOL2 format using Chimera,15 
which narrowed our dataset from 4699 pocket-ligand pairs to 
4286 pocket-ligand pairs.

We discarded other protein-ligand pairs with missing 
PSSM profiles, secondary structure, or dihedral angle 

information. It resulted in a total of 4041 pocket-ligand 
pairs, which corresponds to 7414 pocket-ligand pairs con-
taining unique chains.

Feature extraction

Training the deep learning network on raw information is 
known to result in a long time for convergence and less accu-
racy. We followed a conventional methodology for feature 
extraction and used the deep learning framework to learn the 
interaction between the protein pocket and ligand for their 
affinity prediction.

Protein-pocket features. A comprehensive 2-level feature extrac-
tion methodology, one at the atomic level and the other at the 
level of amino acids utilizing structural information and pro-
tein sequence respectively.

1. Atomic-level (19 bits)
a. 9 bit 1 hot or all null hot encoding for atom types: B, 

C, N, O, P, S, Se, halogen, and metal.
b. 1 integer for hybridization.
c. 1 integer representing the number of bonds with 

heavy atoms.
d. 1 integer representing the number of bonds with het-

ero atoms.
e. 5 bits (1 if present) encoding properties defined with 

SMARTS patterns: hydrophobic, aromatic, acceptor, 
donor, and ring.

f. 1 float for partial charges.
g. 1 integer to distinguish between ligand as −1 and pro-

tein as 1.
2. Amino acid level (25 bits): we utilized the sequence 

information of protein to get more features about the 
protein pocket-ligand interaction.
a. Position-Specific Scoring Matrix (PSSM): PSSM is 

a matrix that represents the probability of mutation 
at each point of the sequence. It gives a 20-bit prob-
ability for each amino acid at each location. PSSM 
profiles were obtained using PSI-BLAST16 with 
SwissProt as subject database and E-value threshold 
as 0.001. Chains with less than 50 amino acids were 
removed from the input data set.

b. Relative Solvent Accessibility (RSA): It is encoded by 
one bit of information for each amino acid that pro-
vides whether it is buried or exposed to the solvent. 
We set a threshold of 25% in RSA values. RSA was 
obtained using NACCESS.17

c. Secondary structure: It is encoded by 1 bit of informa-
tion about the structure as coil, helix, or plate and was 
predicted using the DSSP.18

d. Dihedral angles: It is encoded by 2 bits of information 
with phi/psi angles of each of the amino acids and was 
predicted using DSSP for obtaining dihedral angles.
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Ligand features. Standard ligand features were calculated for 
ligands in our data set using PADEL19 and fingerprints 
(1-dimensional [1D], 2-dimensional [2D], and chemical fin-
gerprints), which include hybridization, atom pair interaction, 
and counts of various functional groups.

We also used QikProp20 to derive ADMET (Absorption, 
Distribution, Metabolism, Excretion, and Toxicity) properties, 
which include the physical properties, solubility, and partition 
coefficients.

It resulted in a 1D array of 14 716 dimensions containing 
the various properties of a given ligand. This is used as a feature 
vector representing the ligand represented in MOL2 format. A 
detailed list of ligand features has been provided in 
Supplementary Material (SM_Appendix).

Grid formation. The 3-dimensional (3D) coordinates of atoms 
were converted into a 3D grid of resolution 10 Å with 1 Å 

spacing between the 2 axes centered along the centroid of the 
ligand. Atoms outside each such grid were discarded. The 
atoms lying inside the grid were rounded up to the nearest 
coordinate of the grid where features of corresponding atoms 
that lay in the same coordinates were added up.

This resulted in projecting ligand-interacting residues into a 
3D cube with features representing the atomic as well as pro-
tein-based properties of each atom of the protein pocket.

Strategies

Detailed and complete block diagrams with inputs are pro-
vided in Figures 2 and 3 as well as in Supplementary Material.

Atomic model
Preprocessing. Features were calculated at the atomic level 

(Methods and Materials - Feature Extraction) correspond-

Figure 1. Feature extraction pipeline.
PSSM indicates Position-Specific Scoring Matrix.
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ing to each atom of an amino acid and ligand. A 19-bit vector 
was calculated that uniquely identified each of the atoms in the 
3D coordinates of a given protein pocket and ligand complex. 
A 4-dimensional (4D) tensor each of size m × m × m × 19, 
that is, the 3 coordinates (x, y, and z) and the features, where 
m represents the number of atoms present in a complex, was 
constructed as the feature vector representing the given protein 
pocket-ligand. The 4D vector contains the protein-pocket fea-
tures and was converted to a 3D grid using grid featurization 
(section “Feature Extraction”). The 3D-featurized grid is essen-
tially a 4D tensor, where the coordinates are approximated to 
the points on the grid. The data set is converted to vectors and is 
divided into training:validation: test sets in the ratio of 80:10:10.

Architecture. Convolutional neural networks have been used 
to capture spatial features in an image.21 We use CNNs to cap-
ture the interaction between ligand and protein atoms in 3D 
space. A network was constructed (Figure 2) with a 3D CNN 
of varying channel sizes of [64, 128, 256] with nonlinear acti-
vation ReLU after each layer, each 3D CNN had a filter of 5 Å 
cube which was used to perform convolution operations. Max-
Pool22 layer acts in 3 dimensions to lower the dimension with a 
pool size of 2 Å cube, and batch normalization23 layer is added 

after each CNN layer, which in turn decreases the training time 
and helps in faster convergence.

The latent features learned from the above CNN layers 
were then flattened and used for calculating the binding affin-
ity of the protein pocket-ligand pair. The CNN derives the 
relation among the 3D coordinates and their features, which 
would correspond well to the binding affinities of complexes.

The features from the last CNN layer are then flattened 
out and passed through a fully connected neural network hav-
ing the number of neurons as [5000, 2000, 500, 200] with 
ReLU as nonlinearity after each layer.24 Dropout24 is added 
after each layer to prevent overfitting by forcing the neural 
network to learn various other pathways by randomly assign-
ing neurons to 0, 0.50 as the dropout threshold. A dense net-
work predicts a regressive value of binding affinity, 
corresponding to a single neuron output. The training frame-
work is shown in Figure 2 and a detailed layer network 
(Appendix_FigureA1) and network parameters have been 
provided in Supplementary Material (SM_Appendix).

Training. The featurized protein-pocket grid formed was 
rotated to all 24 combinations possible, such that the network is 
able to learn in an orientation invariant form. The network was 

Figure 2. Training framework for atomic model. The framework is trained on 19 bits features each for protein pocket and ligand together as input.

Figure 3. Training framework for composite model. The framework is trained on 44 bits features of protein pocket and 14 716 bits of ligand as separate inputs.
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trained by taking the mean square error between the predicted 
and actual values as a loss function. The network was optimized 
using Adam25 as the optimizer with a learning rate of 1e−5 and 
weight decay of 0.001 for 20 epochs. The network was trained 
on an Nvidia Pascal GPU using Pytorch26 as the framework.

Composite model
Preprocessing. Features were calculated at the amino acid level 

(Methods and Materials – Feature Extraction) and were concat-
enated alongside the atomic-level features (section 4.1.1) to each 
atom of amino acid. It results in a 44-bit vector uniquely identi-
fying each of the atoms in the 3D coordinates of a given protein. 
A 4-dimensional (4D) tensor each of sizes m × m × m × 44, 
that is, the 3 coordinates (x, y, z) and the features, where m rep-
resents the number of atoms present in a complex, is constructed 
as the feature vector of the protein pocket. Here, the grid size of 
the binding pocket was 10*10*10*44, that is, 44 000 bits.

The 4D vector contains the protein-pocket features: it was 
converted to a 3D grid using grid featurization (section 
“Feature Extraction”). The 3D-featurized grid is essentially a 
4D tensor, where the coordinates are approximated to the 
points on the grid. The ligands were separately featurized by 
calculating the ligand properties (section “Data set 
Refinement”), which results in a 1D tensor. The data set is con-
verted to vectors and is divided into training:validation: test 
sets in ratio 80:10:10.

Architecture. A multi-input network was constructed with 
a 3D CNN of varying channel sizes of [64, 128, 256] with 
nonlinear activation ReLU after each layer, each 3D CNN had 
a filter of 5 Å cube which was used to perform convolution 
operations. We also added a MaxPool layer that acts three-
dimensionally to lower dimensionality while retraining features 
learned after each CNN layer. A filter size of 2 Å cube was 
used. A batch normalization layer was added after each CNN 
module for faster convergence.

The ligand features were passed through the dense layers of 
sizes [7000, 5000, 2000] with ReLU as nonlinearity after each 
layer, and we also perform dropout operations after each dense 
layer to prevent it from overfitting.23 This results in a latent 
vector representing the relevant features for each ligand.

The latent output from the CNN layers is flattened and 
concatenated with the latent feature vector of ligand, to create 
one single-feature vector of protein pocket-ligand interactions. 
This vector is passed through a densely connected neural net-
work having the number of neurons as [7000, 2000, 500, 200] 
with ReLU as nonlinearity after each layer, and we used drop-
out after each layer also to prevent overfitting forcing the neu-
ral network to learn various other pathways by randomly 
assigning weights of neurons to zero, with 0.50 as dropout 
threshold. This dense network finally predicts a regressive value 
of binding affinity, corresponding to a single-neuron output.

The training framework is shown in Figure 3, a detailed 
layer network (Appendix_FigureA1), network parameters, and 

hyperparameters for the Composite Model are shown in the 
Appendix file under the Supplementary Material section 
(SM_Appendix).

Training. The featurized protein-pocket grid formed was 
rotated to all 24 combinations possible, such that the network 
is able to learn in an orientation invariant form.

The featurized protein pocket-ligand pair of the training set 
was passed through corresponding the network and trained by 
taking mean square error between the predicted and actual val-
ues as a loss function. The network was optimized using Adam 
as the optimizer with a learning rate of 1e−5 and a weight 
decay of 0.001. The network was trained on an Nvidia Pascal 
GPU using Pytorch as the framework.

Calculation of binding aff inity

The predicted value of our regression-based approach is the neg-
ative natural logarithmic value of Kd or Ki. This is then converted 
to its antilog to obtain Kd or Ki value in nanoMolar quantity.

Performance

The accuracy is measured in terms of scores mean absolute 
error (MAE), root mean squared error (RMSE), and standard 
deviation (SD).

Time complexity

For the purpose of training and testing models, one NVIDIA 
Tesla P100 GPU cluster was used. Computational time taken 
for featurization of data set, training, and testing were 52 hr, 22 
hr, and 8 min, respectively.

Additional case studies of specif ic protein families

Recently deposited complexes of COVID-19 main protease with 
various inhibitors deposited in the PDB were used for the purpose 
of our study (Table 4). The crystal structure complexes (PDB IDs: 
5R7Y, 5R7Z, 5R82, 5R84) of the COVID-19 main protease with 
inhibitors ((Z45617795: N-[(5-methylisoxazol-3-yl)carbonyl]
alanyl-L-valyl-N~1~-((1R,2Z)-4-(benzyloxy)-4-oxo-1-{[(3R)-
2-oxopyrrolidin-3-yl]methyl)but-2-enyl)-L-leucinamide); 
Z1220452176: (~{N)-[2-(5-fluoranyl-1~{H)-indol-3-yl)ethyl]
ethanamide); Z219104216: 6-(ethylamino)pyridine-3-carboni-
trile; Z31792168: 2-cyclohexyl-~{N)-pyridin-3-yl-ethanamide)), 
respectively, has been recently deposited in PDB (2020; 
unpublished).

Another study has deposited the complex of the COVID-
19 main protease with a broad-spectrum inhibitor X77 (N-(4-
tert-butylphenyl)-N-[(1R)-2-(cyclohexylamino)-2-oxo-1-
(pyridin-3-yl) ethyl]-1H-imidazole-4-carboxamide) (2020; 
unpublished).

To compare affinity of deoxycholate with homologous pro-
teins of the periplasmic C-type cytochrome (Table 5), Ppc 
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homologs PpcA (PDB: 1OS6), PpcB (PDB: 3BXU), PpcC 
(PDB: 3H33), PpcD (PDB: 3H4N), and PpcE (PDB: 3H34) 
and ligand deoxycholic acid (Pubchem CID: 222528) were 
gathered. DEELIG was used to predict the binding affinity of 
each homolog with the ligand.

Results
We have created a refined data set that represents a diverse set 
of ligands by having strict filtering criteria. We created a com-
posite model and pipeline for featurization that takes into 
account the protein-level properties along with atomic-level 
properties for proteins. The deep–learning-based model pre-
dicts the binding affinity by considering protein and ligand in 
separate networks.

We have trained 2 models to predict the binding affinity 
between protein and ligand in a given complex. The first model 
was trained using a small set of features for protein and ligand, 
which were represented together in a 3D grid space. This 
approach has also been part of a previous study.27 However, the 
previous study uses a restricted ligand set that does not involve 
larger ligands. Here, we have used a diverse set of ligands as one 
of our inputs (SM_File1). While we have used ~68% of the 
PDBbind core set in our training data set, this subset of  
the PDBbind core set incorporated constitutes only ~2.9% of 
our entire training data set.

The performance of the models was quantified using MAE 
and RMSE. It was tested on validation and testing sets which 
were initially divided from our data set as mentioned in the 
training section. Lower error corresponds to better learning 
capacity of the model. Standard deviation among the real and 
predicted values was also calculated.

The MAE, RMSE, and SD values are shown in Table 1. 
Training of atomic model for 35 epochs achieved MAE score 
of 2.84 (Table 1). In addition, the composite model achieved 
mean squared error (MSE) score of less than 2 by 20 epochs 
itself (SM_Appendix).

For the purpose of training and testing models, one 
NVIDIA Tesla P100 GPU cluster was used. Computational 
time taken to featurize our data set, training, and testing were 
52 hours, 22 hours, and 8 min, respectively. This timeline 
involves generating features used for atomic- and protein-level 
properties, training the models, and testing on CASF sets.

We constructed another model that enabled us to improve 
on the ligand- and protein-based information. To this purpose, 
we used an increased feature vector size which amounted to 
14 716 bits in size for ligand and 44 bits for each atom of 
protein.

In the case of the atomic model, training for 35 epochs yielded 
an MAE score of 2.84, whereas training for 20 epochs in case of 
the composite model yielded MAE score of 2.27 (Table 1), the 
training and validation curve for the process is attached in 
Supplementary Material (SM_Appendix). The composite 
model was chosen further based on input richness and relative 
performance. The novel framework (composite model) 

was further tested on the PDBbind core set and with a percent 
correct classification (PCC) score of 0.89, it outperformed 
Autodock Vina28 (core set v13; Table 2) and other methods29-32 
tested on PDBbind (core sets v2013 and 2016) (Table 2).

The performance of the composite model was further eval-
uated using ligand-bound complexes from the kinase super-
family from PDB (SM_Appendix). The composite model 
outperformed the atomic model significantly and with a lower 
standard deviation (Table 3).

In light of the ongoing coronavirus pandemic, we tested 
protein-ligand complexes from the coronavirus (CoV) family. 
The COVID-19 main protease is a key enzyme for the novel 
strain of coronavirus, that is, being implicated in the pandemic. 
A recent study involved testing of in-vitro binding efficacy of 
coronavirus COVID-19 virus main protease (Mpro) with a 
potent irreversible synthetic inhibitor, N3.8 However, the 
highly potent inhibition by N3 rendered the experimental 
determination of binding affinity not achievable. Using the 
structure of Mpro at high resolution (7BQY: 1.7 Angstrom), we 
have been able to predict the binding affinity of N3 to 3.1e+4 
nanoMolar (Table 4). This value agrees with the observed high 
affinity in the course of recent experiments.8

We used complexes of COVID-19 main protease with vari-
ous inhibitors (Materials and Methods; Table 4) to predict 
their respective binding affinities as their experimental values 
have not been made available. Based on our model-based pre-
dictions, broad-spectrum inhibitor X77 scores for highest 
affinity followed by ligands Z45617795, N3, Z31792168, 
Z1220452176, and Z219104216 in the order of decreasing 
binding affinity (Table 4) strengthening the suitability of X77 
as a potential candidate against COVID-19 virus protease.

Table 1. Predictions accuracy on test set of our novel data set. 

METhOD MAE RMSE SD PCC

Atomic model 2.84 3.93 2.62 0.758

Composite model 2.27 3.07 2.06 0.794

Abbreviations: MAE, mean absolute error; RMSE, root mean squared error; SD, 
standard deviation; PCC, percent correct classification.

Table 2. Pearson correlations coefficient on PDBbind core set. 

METhOD PDBBIND 
V2013

PDBBIND 
V2016

Autodock Vina28 0.6 –

RF:: VinaElem29 0.752 –

Wang and Zhang30 RF20 0.732 –

TOPBP (Complex)31 0.808 0.861

AGL Score32 0.792 –

DEELIG 0.894 0.889
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A triheme cytochrome from the sulfur-, metal-, and radio-
nuclide-reducing bacteria, Geobacter sulfurreducens, named 
PpcA crystallizes only in the presence of anionic deoxycho-
late33 facilitated by its excessively positively charged binding 
cavity not observed in its paralogs.34 However, its triheme par-
alogous counterparts PpcB, PpcC, PpcD, and PpcE do not 
require deoxycholate to crystallize.34,35 Our results also predict 
that ligand deoxycholate binds with high affinity to periplas-
mic C-type cytochrome A (PpcA) but not to its homologs 
PpcB, PpcC, PpcD, and PpcE (Table 5).

Discussion
Deep-learning-based approaches have been implemented for 
the prediction of binding affinity. Previously, a study used 
atomic-level features of complexes in a CNN-based framework 
for binding affinity prediction,36 while another study used pro-
tein sequence level features in a CNN-based framework for pre-
diction.37 Another approach used has been to use feature 

learning along with gradient boosting algorithms to predict 
binding affinity.38 Here, we provide a composite model that 
incorporates tripartite structural, sequence, and atomic-level 
features with those of the atomic and other chemical features of 
the ligand to predict the binding affinity of a putative complex.

We propose a deep-learning-based approach to predict 
ligand (eg, drug)—target-binding affinity using only structures 
of target protein (PDB format) and ligand (SDF format) as 
inputs. Convolutional neural networks were used to learn rep-
resentations from the features extracted from these inputs and 
the hidden layers in the affinity prediction task. We used 2 
approaches for feature extraction (Table 1; SM_Appendix)—
atomic level as well as the composite level and compared their 
performance using the same network. We have trained on 
complexes from PDB across all taxa filtered as per a few start-
ing criteria including crystal quality. Our results are validated 
and reflected in the performance scores. The baseline to the 
results of our approach is the study by Stepniewska-Dziubinska 
et al,27 2018 the performance of which our study has exceeded 
(Results).

Our algorithm relies on certain inputs including sensitive 
binding cavity detection by the Ghecom algorithm (Kawabata, 
2010) that uses mathematical morphology to find both deep 
and shallow pockets (if any) in a given protein. The coordinates 
of the predicted binding cavity of the protein (grid) are rotated 
to various combinations and are placed around the centroid of 
the ligand and the resultant 4D tensor is processed further for 
features along with the CNN (Materials and Method). Hence, 
ligand-bound poses are not used as input. Our data set has 
~5k + complexes (SM_File2 and SM_File3) and also includes 
complexes that were not part of PDBbind (which is usually 
used to benchmark and is derived from PDB). The ligand set 
we have used also represents a diverse set (SM_Fi1e1) and is 
one of the highlights of our approach. The predictions from 
DEELIG can in fact help existing databases like RSCB PDB, 
PDBMoad, and PDBbind in filling missing binding affinity 
data for complexes.

We have constructed a novel data set that represents a 
diverse set of ligands and using a novel deep-learning-based 
approach, we have achieved significant improvement in the 
prediction of the binding affinity of protein-ligand com-
plexes. To counter filtering and noise reduction in our data 
set, our data set constructed is smaller than PDBbind,39-40 but 
we have overcome constraints on ligand selection part of a 
previous study.27 Although our data set contains 5464 com-
plexes compared with 16 151 complexes found in PDBbind, 
the ligands used as part of our training include 452 unique 
ligands absent in PDBbind. This helps in achieving ligand 
diversity (SM_File3) while training the CNN model. The 
similarity matrix constructed from the binary fingerprints of 
ligands used in the data set supports our claim of improved 
ligand diversity in our data set.

As our data set has been derived directly from PDB, our 
data set also contains complexes that were not part of PDBbind, 

Table 4. Predictions of binding affinity on COVID-19 main protease-
ligand complexes.

PDB LIGAND −LOG (Kd/KI) [Kd] OR [KI] (NM)

5R7Y Z45617795 11.96 6.39e+3

5R7Z Z1220452176 7.69 4.57e+5

5R82 Z219104216 6.12 2.18e+6

5R84 Z31792168 8.32 2.43e+5

6W63 X77 15.34 2.17e+2

7BQY N3 10.38 3.10e+4

Table 5. Predictions of binding affinity on homologs of periplasmic 
C-type cytochrome (Ppc) family.

hOMOLOG PDB ID PREDICTION
Kd OR KI (uM)

PpcA 1OS6 4.512

PpcB 3BXu 416.042

PpcC 3h33 835.232

PpcD 3h4N 483.678

PpcE 3h34 187.157

Table 3. Predictions accuracy on kinases.

METhOD MAE RMSE SD PCC

Atomic model 2.48 3.24 3.11 0.73

Composite model 2.24 2.71 2.67 0.77

Abbreviations: MAE, mean absolute error; RMSE, root mean squared error; SD, 
standard deviation.
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which updates itself from PDB itself. With increasingly refined 
methods of biophysical techniques being used to determine 
complex structures with attention to resolution, we have aimed 
to minimize noise due to technical constraints in training by 
filtering our data using few criteria.

We have highlighted a few examples such as complexes of 
kinases and viral drug targets only to reinforce the broader 
applicability of our approach (Tables 3 and 4). Our predictions 
are in line with crystallography-based experimental observa-
tions33-35 that deoxycholate is required to crystallize PpcA 
cytochrome but not to obtain crystals of homologs PpcB—E 
cytochrome (Table 5).

We have also eliminated the need to provide ligands in a 
complex form with protein. Thus a given protein pocket may 
be tested for the degree of binding for any given ligand. This 
can be extended to predicting potential binding partners for 
proteins in other superfamilies as well. It is also important to 
consider that docking score and pose may not reliably correlate 
with MM/GBSA poses.1 DEELIG can be used to predict 
binding affinity for a member of any protein superfamily and a 
nonpeptide ligand, the docking pose of which may or may not 
be known. Binding affinity predictions through DEELIG can 
be extended to protein-ligand complexes of protein superfami-
lies where the affinity is quantitatively unknown due to experi-
mental limitations or where the potential for binding is yet to 
be explored in vitro.

A webserver to implement DEELIG for easy online access 
would be useful for the general scientific community and this is 
in the pipeline. A later version of DEELIG which is trained on 
peptide ligand data set will also be worked on.
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